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La inteligencia artificial (IA) se ha consolidado como una de las tecnolo-
gias mas transformadoras del siglo XXI, con aplicaciones que permean casi
todos los aspectos de la sociedad, desde la salud y la educacion hasta las
finanzas, el transporte y mas. Sin embargo, su rapido desarrollo también ha
traido consigo importantes desafios éticos, sociales y regulatorios.

En Brasil, el debate sobre la regulacion de la IA tomd impulso con la
presentacion de un proyecto de ley en el Senado Federal, que propone un
enfoque sectorial de la regulacion, en lugar de la creacion de un unico ente
requlador. Al mismo tiempo, en el ambito internacional como en la Unién
Europea (UE) y la Organizacion de las Naciones Unidas (ONU) se han desa-
rrollado modelos de gobernanza que pueden servir como referencias va-
liosas para Brasil. Este articulo tiene como objetivo proporcionar un primer
analisis de estas dimensiones, tanto nacionales como internacionales, arro-
jando luz sobre las posibilidades de una arquitectura regulatoria para la A en
Brasil que sea efectiva y adaptable al contexto unico de nuestro pais.

Existe un debate frecuente sobre una aparente dicotomia entre regular la
IA'y fomentar su desarrollo. Muchos argumentan que la regulacion de la |A
puede sofocar la innovacion, mientras que otros argumentan que la falta de
requlacion puede generar riesgos significativos. Sin embargo, esta dicoto-
mia es en gran medida falsa. La reglamentacion y el incentivo al desarrollo
no son mutuamente excluyentes; de hecho, pueden ser complementarios
y esenciales para garantizar que la |IA se desarrolle de manera responsable
y sostenible.

Atraer inversiones y desarrollar soluciones empresariales y ventajas com-
petitivas son algunos de los beneficios que pueden derivarse del desarrollo
saludable de la IA desde una perspectiva econodmica y financiera, por ejem-
plo. Por otro lado, el desarrollo no regulado de la IA también puede causar
graves dafios. Las amenazas a la privacidad, el sesgo algoritmico, la gene-
racion de desempleo y el uso de la IA con fines turbios e incluso delictivos
requieren un enfoque responsable y cuidadoso.

* Este ensayo formo parte del libro “Inteligencia artificial. Hacia una nueva era en la historia
de la humanidad”, que fue publicado en 2025.
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En este contexto, muchos gobiernos nacionales y organizaciones supra-
nacionales han discutido la necesidad de una regulacion. La Union Europea,
por ejemplo, ha propuesto un marco regulatorio para la IA, clasificando los
sistemas segun el riesgo que suponen y estableciendo pautas para su uso.
En Estados Unidos, existe un creciente debate sobre la necesidad de leyes
gue garanticen la transparencia y la rendicion de cuentas en el desarrollo
y la aplicacion de la |A. Sin embargo, en muchos paises, especialmente en
aquellos paises en desarrollo, existe la preocupacion de que una regulacion
excesiva pueda impedir el progreso tecnologico y econdmico.

La idea de que la regulacion y el desarrollo son opuestos se basa en
una vision simplista del proceso regulatorio, desde la cual una regulacion
mal hecha afectaria la actividad econdmica al producir cargas regulatorias
costosas e innecesarias que drenarian recursos que de otro modo estarian
destinados a la innovacion. Esta vision no debe ser subestimada, pero si se
ejecuta de manera técnicay profesional, la regulacion no sera un obstaculo;
por el contrario, puede servir de guia para garantizar que la innovacion se
produzca de forma ética y sostenible, beneficiando a todos los implicados.
En este sentido, la regulacion de la IA puede estimular el desarrollo de tec-
nologias mas seguras, transparentes y justas. Por ejemplo, los estandares
gue requieren la explicabilidad de los algoritmos podrian conducir a la apa-
ricion de nuevas técnicas de |A interpretables, que son mas fiables y utiles en
aplicaciones criticas, como el diagnostico médico o los sistemas judiciales.
Ademas, la requlacion puede ayudar a generar confianza publica en la IA,
que es esencial para masificar su adopcion.

Como se ha sefalado anteriormente, es importante reconocer que una
requlacion mal concebida puede, de hecho, impedir el pleno desarrollo de
la IA. Las normas demasiado rigidas o mal adaptadas a las realidades tec-
nologicas pueden crear barreras donde no deberia haberlas y desalentar
la innovacion. Por lo tanto, es crucial que la regulacion sea flexible, esté
basada en evidencia y se desarrolle en colaboracion con expertos técnicos,
empresas y la sociedad civil.

Ademas, la regulacion debe ser proporcional al riesgo. No todos los sis-
temas de |IA plantean los mismos riesgos. La Ley de Inteligencia Artificial
de la Unién Europea, que sirvid de inspiracion para el Proyecto de ley (PL)
2338/23 de Brasil, que adoptd un criterio muy similar, va en esta direccion.
Es decir, un algoritmo disefiado para, por ejemplo, recomendar nuevas can-
ciones no deberia regularse de la misma manera que un sistema utilizado
para guiar las decisiones judiciales. Un enfoque basado en el riesgo permite
que la regulacion sea focalizada y eficiente, protegiendo proporcionalmente
los entornos de alto riesgo y dejando clara la libertad de innovar mucho mas
liboremente cuando la IA se dirige a dominios considerados de bajo riesgo.

El Estado desempefia un papel central en la creacion de un entorno
que equilibre la regulacion y los incentivos para el desarrollo de la |A. Esto
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incluye, entre otras iniciativas, invertir directamente y fomentar la inversion
indirecta en investigacion y desarrollo, promover la educacion y la forma-
cion de la poblacion en IA, facilitar y fomentar el dialogo entre los diferen-
tes actores de la cadena de innovacion, incluidas las empresas, el mundo
académico y la sociedad civil, para garantizar que la regulacion refleje las
necesidades y deseos de la sociedad.

En este contexto, los distintos actores de la sociedad civil también tienen
un papel importante que desempenar en la regulacion de la IA. La partici-
pacion publica en este debate puede garantizar que las normas sean justas
e inclusivas y que aborden satisfactoriamente lo que la sociedad entiende
gue es mas importante. Ademas, la educacion y la concienciacion sobre
los beneficios y riesgos de la IA son esenciales para construir una sociedad
informada y comprometida y crear un entorno de seguridad institucional y
paz que, en ultima instancia, actue como catalizador de la inversion y gene-
rador de innovacion.

Por lo tanto, la falsa dicotomia entre regular e incentivar el desarrollo
de la IA es un obstaculo para el progreso responsable y sostenible de esta
tecnologia. En lugar de ver la regulacion como una barrera, deberiamos
entenderla como una herramienta para proporcionar un entorno en el que
florezca la innovacion. Los paises que puedan equilibrar la regulacion y los
incentivos para el desarrollo pueden posicionarse de manera proactiva en el
ecosisterma mundial de innovacion en IA de una manera dinamica y respon-
sable, con el objetivo de garantizar que la |IA sea una fuerza social positiva
que impulse el progreso y garantice la proteccion de los valores fundamen-
tales de la sociedad.

Como se menciono anteriormente, en Brasil, la regulacion de la IA fue de-
batida recientemente en el Senado Federal, desde donde se envio a la Ca-
mara de Diputados el Proyecto de Ley N° 2338, de 2023 (PL 2338/23), 'que
propone lineamientos para el desarrollo y uso de esta tecnologia. El relator
del proyecto, el senador Eduardo Gomes, ya habia dicho que cree que la re-
gulacion de la IA no debe centralizarse en un solo organismo regulador. En
su lugar, aboga por un enfoque sectorial, en el que los diferentes sectores
estan regulados por agencias especificas, guiadas por una ley general que
establece principios unificadores. Este enfoque refleja la complejidad de la
IA, que impregna diversos sectores de la economia y la sociedad.

1 Gaceta del Senado Federal N¢ 212 de 2024 - Gacetas - Actividad Legislativa - Senado
Federal (https://legis.senado.leg.br/diarios/ver/118877?sequencia=372)


https://www.inadi.mx/
https://www.youtube.com/channel/UCbplY7ZfVnfNKHq0GCGOhjA

En este sentido, la propuesta prevé la creacion del Sistema Nacional de
Regulacion y Gobernanza de la Inteligencia Artificial (SIA), 2con la coordina-
cion asignada a la Autoridad Nacional de Proteccion de Datos (ANPD).3

La ausencia de un regulador unico no implica una falta de coordinacion.
El ponente propuso la creacion de un organismo central encargado de es-
tablecer las directrices basicas y armonizar las reglamentaciones sectoriales.
Este organismo tendria un rol estratégico, asegurando que los diferentes
organismos actuen de manera coherente y en linea con los principios es-
tablecidos en la ley. Este enfoque hibrido, que combina un 6rgano central
de coordinacion con organismos sectoriales de ejecucion, parece ser una
solucion conciliadora en el sentido de poner fin a las disparidades entre los
distintos sectores de la sociedad. La Agencia Nacional de Telecomunicacio-
nes (Anatel) aparece como una de las probables instituciones que confor-
marian la SIA como autoridad sectorial.

Sin embargo, la implementacion de esta arquitectura regulatoria presen-
ta desafios significativos. Una de las principales dificultades es armonizar las
normativas sectoriales. Ademas, la regulacion debe ser lo suficientemente
flexible como para seguir el ritmo acelerado de la innovacion tecnologica,
sin comprometer la sequridad juridica y la proteccion de los derechos fun-
damentales, lo que requeriria una coordinacion constante. La participacion
de diversas partes interesadas, incluidos el gobierno, el sector privado, la
academia y la sociedad civil, sera crucial para superar estos desafios y cons-
truir un marco regulatorio legitimo y efectivo.

2 Articulo 4. X — Sistema Nacional de Regulacion y Gobernanza de la Inteligencia Artificial
(SIA): ecosistema regulatorio coordinado por la autoridad competente cuyo propdsito
principal es promover y asegurar la cooperacion y armonizacion con otras autoridades
sectoriales y entes reguladores, sin vinculo de subordinacion jerarquica entre ellas, y
otros sistemas nacionales para la plena implementacion y cumplimiento de esta Ley en
todo el territorio nacional, con seguridad juridica;

3 Articulo 45. Se autoriza al Poder Ejecutivo a establecer el Sistema Nacional de
Regulacion y Gobernanza de la Inteligencia Artificial (SIA).

Paragrafo 12 - La SIA estd compuesta por:

| — la Autoridad Nacional de Proteccion de Datos (ANPD), autoridad competente que
coordinara la AlE;

Il - las autoridades sectoriales;
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En el ambito internacional, la regulacion de la IA ha sido objeto de un inten-
so debate, con diferentes paises y organizaciones supranacionales adop-
tando diferentes enfoques.

ORGANIZACION DE LAS NACIONES UNIDAS

Es relevante destacar la iniciativa de la Organizacion de las Naciones Uni-
das (ONU), que establecio un "Grupo de Trabajo Interinstitucional” sobre IA,
copresidido por la Union Internacional de Telecomunicaciones (UIT) vy la
UNESCO. Este grupo tiene como objetivo promover la cooperacion inter-
nacional y el desarrollo de directrices globales para la gobernanza de la IA.
El compromiso de la UIT y la UNESCO refleja la naturaleza multisectorial y
transnacional de la IA, que requiere un enfoque integrado y colaborativo. La
experiencia de la ONU puede ofrecer valiosas perspectivas para Brasil, en
particular en lo que respecta a la coordinacion entre diferentes sectoresy la
integracion con las normas internacionales.

Mas recientemente, como resultado de los acontecimientos derivados
de la Cumbre del Futuro y en el dmbito del Pacto Digital Mundial (GDC),
se cred una nueva estructura permanente bajo la direccion del Secretario
General de las Naciones Unidas, la Oficina de Tecnologias Digitales y Emer-
gentes (ODET)[4], que nacid de la antigua Oficina del Enviado de Tecnologia
del Secretario General de las Naciones Unidas. Esta nueva estructura tiene
como objetivo dar mas eficacia a las estrategias de la Secretaria General de
las Naciones Unidas frente a los nuevos retos tecnologicos disruptivos, in-
cluida la IA. Una vez mas, llama la atencion el protagonismo que otorga esta
nueva oficina a la Infraestructura Digital Publica, destacando la interdepen-
dencia entre la conectividad y las nuevas tecnologias emergentes.

También dentro de esta estructura funciond la Junta Asesora de Alto
Nivel para la IA (HLAB), que proporciond al Secretario General las subven-
ciones relacionadas con el tema en el adelanto del Pacto para el Futuro,
celebrado en septiembre de 2024 en Nueva York, en la sede de las Naciones
Unidas.

A diferencia de la Union Europea, la ONU no tiene la intencion de esbo-
zar formas de actuar y estructurar marcos regulatorios en todo el mundo,
pero esta experiencia proporciona una plataforma muy interesante para los
debates y muestra como el mundo ve los problemas relacionados en el uni-
verso de las tecnologias emergentes y sus aplicaciones facilitadoras.
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UNION EUROPEA

La Unidn Europea (UE) se ha erigido como un actor clave en este campo,
proponiendo la creacion de una “Oficina de |IA" compuesta por representan-
tes de los estados miembros. Esta oficina coordina las politicas de IA a nivel
europeo, asegurando la armonizacion de las regulaciones nacionales y la
adopcion de estandares comunes. El enfoque de la UE se basa en principios
como la transparencia, la rendicion de cuentas y la proteccion de los dere-
chos fundamentales, que han servido de referencia para Brasil.

Esta Ley Europea de IA entrd en vigor el 1 de agosto de 2024, dando
inicio a un audaz calendario de implementacion. Uno de los primeros as-
pectos de la aplicacion nacional es la designacion de autoridades. En los
Estados miembros se han definido tres tipos de autoridades de acuerdo con
esta Ley de IA. Aqui, una vez mas, hay similitudes con lo definido en la PL
2338/23, pero también algunas diferencias significativas.

Los Estados miembros de la Union Europea estan obligados a designar
o establecer tres tipos de autoridades como parte de la aplicacion de la Ley
de IA de la UE, preferiblemente: una Autoridad de Vigilancia del Mercado; a
Autoridad Notificante y Autoridades Publicas Nacionales.

La "autoridad de vigilancia del mercado” se encargara de llevar a cabo
actividades y tomar medidas sobre la vigilancia del mercado y la conformi-
dad de los productos. Por lo tanto, esta autoridad se basa en el concepto
preexistente y bien establecido de autoridades de vigilancia del mercado
dentro del Derecho de la UE y sera responsable de garantizar que solo los
productos que cumplan con el Derecho de la UE estén disponibles en el
mercado de la UE.

A su vez, la "autoridad notificante” actuard estableciendo y llevando a
cabo el procedimiento para la evaluacion, designacion y notificacion de los
organismos de evaluacion de la conformidad y supervisandolos. Los “orga-
nismos de evaluacion de la conformidad” son organismos que llevan a cabo
actividades de evaluacion de la conformidad por parte de terceros, incluidos
ensayos, certificaciones e inspecciones.

La autoridad notificante y la autoridad de vigilancia del mercado se de-
nominan colectivamente «autoridades nacionales competentes». Deben
operar de manera independiente, imparcial y sin sesgos, contar con los re-
cursos técnicos, financieros y humanos adecuados, asi como con la infraes-
tructura necesaria para realizar eficazmente sus tareas designadas en la Ley
de IA. Es responsabilidad de la Comision Europea facilitar el intercambio de
experiencias entre las autoridades nacionales competentes de los Estados
miembros.

Por ultimo, la “Autoridad Publica Nacional”, corresponde a los Estados
miembros identificar a las autoridades publicas nacionales que supervisan
el cumplimiento de las obligaciones en materia de derechos fundamentales
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en los Estados miembros en relacion con los sistemas de IA de alto riesgo.
Dichas autoridades deben estar facultadas para solicitar y acceder a cual-
quier documentacion creada o mantenida en virtud de la Ley de Al, cuando
dicha documentacion sea necesaria para llevar a cabo eficazmente su man-
dato dentro de los limites de su jurisdiccion.

La Ley de |A otorga a los Estados miembros una amplia discrecionalidad
con respecto a la estructura y el disefio de estos tres tipos de autoridades.
En consecuencia, los Estados miembros han propuesto o designado au-
toridades que adoptan diversas formas. Por ejemplo, Espafia ha estableci-
do una Agencia Espafiola de Supervision de la Inteligencia Artificial (AESIA)
gue actua como autoridad de vigilancia del mercado unico dependiente
del Departamento de Transformacion Digital de Espafa. Por el contrario,
Finlandia propuso un modelo descentralizado, nombrando a 10 autoridades
de vigilancia del mercado existentes, entre ellas la Autoridad de Energia, la
Agencia de Transportes y Comunicaciones y la Agencia de Medicamentos,
entre otras.

Al momento de redactar este informe, aun existen varios vacios en cuan-
to a las atribuciones de responsabilidad por parte de los Estados miembros,
ya que se trata de una decision que incluye una dificil negociacion politica
al interior de cada uno de los paises. Sin embargo, segun una encuesta rea-
lizada por la propia Union Europea, es posible identificar algunas decisiones
ya tomadas.

Los Estados miembros deben establecer o designar autoridades compe-
tentes antes del 2 de agosto de 2025, es decir, en el momento de redactar
este informe, esta obligacion aun no habia expirado, por lo que el panora-
ma actual indica que ocho Estados miembros tienen propuestas legislativas
pendientes o han designado una autoridad competente (“claridad parcial”),
mientras que 18 Estados miembros no han designado ni establecido ningu-
na autoridad competente.

Por lo que respecta a las autoridades que protegen los derechos funda-
mentales (autoridades publicas nacionales), los Estados miembros deben
publicar una lista de dichas autoridades a mas tardar el 2 de noviembre de
2024. Sin embargo, solo 7 Estados miembros han publicado una lista de
dichas autoridades en el momento de escribir este articulo, segun la propia
Comision Europea.
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Situacion general de la designacion de Autoridades Nacionales

AUTORIDADES NACIONALES AUTORIDADES DE PROTECCION DE

ESTADO COMPETENTES LOS DERECHOS FUNDAMENTALES
CONFUSO 17 20
PARCIALMENTE DESPEJADO 9 =
CLARO 1 7

La Unica informacion clara sobre las Autoridades Nacionales Competen-
tes es la de Malta, que ha determinado que su Autoridad de Innovacion Di-
gital y su Comision de Proteccion de Datos actuaran conjuntamente como
Autoridades Nacionales Competentes en materia de |A.

Cabe destacar, entre las sefiales que aun no estan del todo claras, el
nombramiento del organismo regulador de las comunicaciones en cuatro
paises: Austria, Alemania, Finlandia y Lituania. El probable nombramiento de
la autoridad de ciberseguridad por parte de Italia. Y la creacion de un nuevo
organismo especifico para la IA, probablemente en tres paises: Espafia, Po-
lonia y Rumania.

Como se puede observar en la tabla, siete paises ya han dado a conocer
la lista de autoridades que protegen los derechos fundamentales. Estas listas
incluyen varias entidades, que se asemejan a las “agencias sectoriales” de la
legislacion propuesta por el Senado Federal brasilefio. En este caso, el orga-
nismo regulador de las comunicaciones también esta presente con mucha
frecuencia, y cabe destacar la designacion de ANACOM, en Portugal.

A partir del analisis de los contextos nacional e internacional, este articulo
busca contribuir al debate sobre una arquitectura regulatoria para la Inteli-
gencia Artificial (IA) en Brasil, que combine la flexibilidad de las regulaciones
sectoriales con la coordinacion de un érgano central, tal como se propone
en el PL 2338/23. Este modelo tiene como objetivo establecer lineamien-
tos basicos y armonizar la normativa sectorial, asegurando la coherencia y
eficacia del marco regulatorio. Ademas, este tipo de arquitectura multipar-
tita promoveria la cooperacion internacional y la integracion de Brasil en el
escenario de gobernanza global de la IA y las tecnologias emergentes en su
conjunto, condicion fundamental dada la transnacionalidad del tema.

La implementacion de esta arquitectura requeriria la participacion de di-
versas partes interesadas, incluidos el gobierno, el sector privado, la aca-
demia y la sociedad civil. También seria necesario establecer mecanismos
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continuos de seguimiento y evaluacion, que garanticen que la regulacion
siga siendo adaptable a los cambios tecnologicos y regulatorios. Las ex-
periencias internacionales, en particular las de la Union Europea (UE) y las
Naciones Unidas (ONU), pueden aportar lecciones valiosas, pero es esencial
que la regulacion se adapte al contexto unico de Brasil.

Una preocupacion que destaca en la normativa europea es la exigencia
de que las instituciones nacionales designadas para tratar el tema cuenten
con una estructura robusta. Esta misma preocupacion fue expresada en la
PL 2338/23, cuando el legislador requirid al gobierno federal que provea a
la Autoridad Nacional de Proteccion de Datos (ANPD) de los recursos ne-
cesarios -fisicos, financieros y humanos- para que pueda cumplir con sus
responsabilidades legales.

Esta preocupacion también se observo en el momento de la decision por
parte de los distintos Estados miembros de la UE, que parecen atribuir esta
responsabilidad a organismos publicos ya establecidos, con la experiencia
técnica y los medios y recursos necesarios para realizar la tarea de manera
adecuada. Fue en este sentido que la Agencia Nacional de Telecomunica-
ciones (Anatel), dentro del legitimo debate legislativo, se puso a disposicion
de Brasil para que también asumiera esta responsabilidad.

Tal y como se encuentra configurada actualmente la PL 2338/23, Anatel
ya comienza a prepararse para actuar dentro de sus responsabilidades y
competencias legales en lo que respecta a la regulacion sectorial de la Inte-
ligencia Artificial. Sin embargo, sigue estando disponible para una eventual
ampliacion de su papel en el contexto nacional, si las autoridades publicas
constituidas lo consideran razonable y apropiado.

En todo caso, ni la Anatel, ni la ANPD, ni ninguna otra institucion estarian
inmediatamente preparadas para una tarea tan compleja. Es necesario es-
tablecer y fortalecer las instancias de participacion social previstas en el PL
2338/23. Una red de apoyo sectorial sélida también debe actuar constante-
mente. La propuesta europea, en este sentido, ayuda a abordar algunas de
estas cuestiones, pero no es suficiente. Cada una de las experiencias nacio-
nales de los Estados miembros de la UE proporcionara una orientacion con-
creta sobre como hacer frente a este reto. En este contexto, destacamos la
experiencia de Portugal, dado que este pais tiene similitudes culturales muy
cercanas con Brasil. Ademas, es notable la baja tasa de nombramiento de las
oficinas de proteccion de datos personales de los paises miembros como
nuevos funcionarios de |A, a pesar de que la Oficina Europea de Proteccion
de Datos es miembro observador del Consejo de |IA de la UE.

Finalmente, considerando las grandes inversiones necesarias para hacer
viable la ANPD como el cuerpo central del Sistema de Inteligencia Artificial
(SIA) en Brasil, también valdria la pena considerar la experiencia espafiola,
que aposto por la creacion de un nuevo organismo especifico para la IA, un
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camino que parece estar siendo adoptado, al menos, también por Polonia
y Rumania.

La regulacion de la Inteligencia Artificial es un desafio complejo y multifa-
cético que requiere un enfoque multisectorial y transnacional. Esto incluye
tanto la dimension técnica como la humana, ya que se trata de una cuestion
de relevancia social que implica la proteccion de los derechos fundamenta-
les, fundamentos de la vida en sociedad.

En Brasil, la oportunidad que representa la PL 2338/23 permite definir
una arquitectura regulatoria que combine la flexibilidad de las regulaciones
sectoriales con la coordinacion de un organismo central. Las experiencias
de la Union Europea y de las Naciones Unidas ofrecen valiosos ejemplos. El
cuidado, el sentido de la responsabilidad y la urgencia con la que se debate
el tema en el contexto internacional refuerzan la pertinencia del tema tam-
bién a nivel nacional.

Es crucial que Brasil actue de manera efectiva para estar en consonancia,
incluso con el tiempo, con lo que estan haciendo otros paises. La regula-
cion dentro de nuestras fronteras debe adaptarse al contexto brasilefio, a
nuestras leyes y a nuestros valores, sin dejar de lado la necesaria inclusion
de Brasil como actor destacado en el escenario global de la Inteligencia
Artificial.

Con la participacion de diversas partes interesadas, autoridades publicas
e iniciativa privada, y la adopcion de mecanismos de gobernanza responsa-
ble e incentivos efectivos, Brasil puede alcanzar la posicion que le corres-
ponde tanto en el ambito de las buenas practicas regulatorias como en el
escenario tecnologico internacional en |A. De esta manera, el pais contri-
buira al desarrollo sostenible e inclusivo, impulsado por una tecnologia con
potencial disruptivo y posiblemente revolucionario: la Inteligencia Artificial.

4« INADI

Carlos Baigorri
Presidente de la Junta Directiva de la Agencia Nacional
de Telecomunicaciones (ANATEL) de Brasil
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https://www.youtube.com/channel/UCbplY7ZfVnfNKHq0GCGOhjA
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